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The reaction energies for 34 typical organic isomerizations including oxygen and nitrogen heteroatoms
are investigated with modern quantum chemical methods that have the perspective of also being applicable
to large systems. The experimental reaction enthalpies are corrected for vibrational and thermal effects,
and the thus derived “experimental” reaction energies are compared to corresponding theoretical data. A
series of standard AO basis sets in combination with second-order perturbation theory (MP2, SCS-MP2),
conventional density functionals (e.g., PBE, TPSS, B3-LYP, MPW1K, BMK), and new perturbative
functionals (B2-PLYP, mPW2-PLYP) are tested. In three cases, obvious errors of the experimental values
could be detected, and accurate coupled-cluster [CCSD(T)] reference values have been used instead. It
is found that only triple-ú quality AO basis sets provide results close enough to the basis set limit and
that sets like the popular 6-31G(d) should be avoided in accurate work. Augmentation of small basis sets
with diffuse functions has a notable effect in B3-LYP calculations that is attributed to intramolecular
basis set superposition error and covers basic deficiencies of the functional. The new methods based on
perturbation theory (SCS-MP2, X2-PLYP) are found to be clearly superior to many other approaches;
that is, they provide mean absolute deviations of less than 1.2 kcal mol-1 and only a few (<10%) outliers.
The best performance in the group of conventional functionals is found for the highly parametrized BMK
hybrid meta-GGA. Contrary to accepted opinion, hybrid density functionals offer no real advantage over
simple GGAs. For reasonably large AO basis sets, results of poor quality are obtained with the popular
B3-LYP functional that cannot be recommended for thermochemical applications in organic chemistry.
The results of this study are complementary to often used benchmarks based on atomization energies and
should guide chemists in their search for accurate and efficient computational thermochemistry methods.

1. Introduction
There has been considerable interest and progress in the

development of reliable quantum chemical methods for predic-

tion of thermochemical data of molecules.1 The extent to which
modern high-level calculations can be competitive with experi-
ment in the precise determination of heats of formation strongly
depends on the size of the investigated molecular species. For
three- to four-atomic systems with up to about 20 electrons, there* To whom correspondence should be addressed. Phone: (+49)-251-8336512.
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is little question that ab initio wave function theory (WFT) can
provide very accurate energetic data (errors<1 kJ/mol).2 For
larger systems of practical relevance, however, one has to resort
to more approximate methods because accurate coupled-cluster
type treatments [CCSD(T) or QCISD(T)] have an unfavorable
scaling behavior with system size and are thus computationally
not feasible anymore.

Many of the electronic structure methods that are applicable
to large systems cannot be systematically improved, and thus,
empirical tests in general chemistry applications are mandatory.
This holds in particular for methods based on Kohn-Sham
density functional theory (DFT) that is, since the mid 1990s,
the most widely used method in quantum chemistry.3,4 However,
in the last few years, the early euphoria about the performance
of DFT in chemistry has given way to a more realistic view,
and problem cases are more and more investigated in theoretical
chemistry. Recently, for the most popular B3-LYP5 hybrid
density functional, huge and chemically very relevant errors for
organic systems/reactions have been reported.6-11 On the other
hand, from the recent chemical literature that include electronic
structure calculations for solving distinct problems, one can get
the impression that the combination with a quite small AO basis
set (B3-LYP/6-31G(d)) is the “swiss army knife” among
quantum chemical methods. Although it is now quite well-
known that the relatively good performance of B3-LYP/6-
31G(d) stems mainly from error compensation12-15 and more
accurate alternatives for thermochemistry and kinetics are
available,16-22 the method is still amazingly popular especially

in organic chemistry applications (for recent work, see refs
23-26).

One major aim of the present work is to encourage (com-
putational) chemists to use quantum chemical methods that are
more accurate and reliable than B3-LYP/6-31G(d) in order to
get “the right answer for the right reason”. We focus here on a
benchmark set of organic isomerization reactions that recently
has been used by Jorgensen et al.27,28 in studies of lower-level
(semiempirical) methods. Very often, quantum chemical meth-
ods are benchmarked on atomization energies (heat of forma-
tions), and well-established sets such as the large G3/0529 with
more than 450 entries are in common use. These tests, however,
may provide somewhat biased conclusions because systematic
errors in the description of free (open-shell) atoms compared
to (mostly closed-shell) molecules enter very strongly. Although
it is clear that atomization is some kind of worst-case scenario
for quantum chemical methods, it is quite far away from typical
chemistry applications. This is the reason why we17,30,31 and
other authors13,14,32-34 use more and more reaction energies,
barrier heights, or atom-equivalent schemes in energetic bench-
mark studies. Isomerization reactions are perfectly suited for
this purpose because these are well-defined and accompanied
often by big changes in electronic structure, but difficult higher-
order effects (e.g., vibrational anharmonicity, relativity, core-
core correlation) mostly cancel out and thus need not to be
considered.

After a brief description of the benchmark set used (see
Chart 1) and some considerations about the accuracy of the
experimental reference data, we first discuss the AO basis set
dependence of the results for selected methods. The choice of
the AO basis is the most obvious but also most ignored source
of error in quantum chemical computations. In a second step
we evaluate a range of representative quantum chemical
methods/density functionals (MP2, SCS-MP2, PBE/0, TPSS,
B97-D, B-P86, B-LYP, B3-LYP, O3-LYP, MPW1K, MPWB1K,
BMK) that have the perspective of being applicable routinely
to large molecules. For convenience, only one reliable AO basis
is used in this final assessment. We conclude with some
considerations on computational efficiency, the cost-performance
ratio, and some general methodical recommendations.
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2. Methods and Technical Details

The SCS-MP2 and DFT calculations have been performed with
slightly modified versions of the TURBOMOLE suite of pro-
grams.35 The CCSD(T) computations were performed with
MOLPRO,36 and for the MPW1K/MPWB1K calculations, we used
Gaussian03.37 As AO basis, valence double-ú (SV), triple-ú (TZV),
or quadruple-ú (QZV) sets of Ahlrichs et al.,37-41 Dunnings

correlation consistent sets cc-pVXZ42 (X ) D, T, Q; augmentations
(aug) from ref 43) or the Pople sets 6-31G(d)44 and 6-311G(d,p)45

have been employed. The exponents of polarization functions for
TZV(2df,2dp) and QZV(3d2f,3p2d) were taken from the corre-
sponding cc-pVXZ basis sets. Note, that TZV and QZV are
particularly efficient for many programs due to the relatively small
number of Gaussian primitives. Furthermore, they suffer less than
the cc-pVXZ basis sets from basis set superposition error (BSSE).40

Intentionally (and opposed to others46) we are not recommending
basis sets including spatially diffuse functions for neutral organic
molecules (see also section 3.2). Especially together with small
valence basis sets (e.g., 6-31G+G(d) or similar) huge intramolecular
BSSE can occur. For the effect of using unbalanced basis sets, see
the recent example of artificial out-of-plane distortions in aromatic
molecules.47 Furthermore, diffuse functions significantly slow down
SCF convergence for large molecules and more or less destroy
efficient integral-screening techniques in the SCF procedure. The
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overall result is typically (when comparing, e.g., cc-pVXZ with
aug-cc-pVXZ) an increase of computation time by a factor between
3 and 10.

Four groups of methods are tested: ab initio second-order
perturbation theory in standard form (MP248) or in the spin-scaled
variant (SCS-MP230) that improves in almost all cases on MP2;
double hybrid density functionals that (besides including “exact”
Hartree-Fock exchange) replace part of the local correlation by a
perturbative MP2-type expression (X2-PLYP). These functionals
contain only two empirical scaling parameters, and we employ here
variants with Becke’s exchange GGA (X) B, B2-PLYP17) or with
modified Perdew-Wang exchange (X) mPW, mPW2-PLYP21).
At a lower level, we have hybrid functionals that only account for
the nonlocality in the exchange part, namely, B3-LYP, O3-LYP,49

PBE0,50 MPW1K,51 MPWB1K,52 and BMK.16 The last three
functionals have been proposed especially for reaction barriers, and
it seems interesting to find out their performance for reaction
energies. The computationally cheapest methods (with resolution
of the identity (RI, also called density-fitting) integral approximation
they scale asO(Nel

3 ) with system size) are pure (non-hybrid)
functionals such as B-LYP,53,54PBE,55 B97-D,56 and TPSS.57 PBE
and TPSS mainly differ by kinetic energy density ingredients (meta-
GGA) in the latter, and this comparison should provide some insight
into the success of this approach. The BMK and MPWB1K
functionals are also of the meta-hybrid type although semiempirical
in nature. The B97-D functional is a recent reparametrization of
Becke’s GGA ansatz from 199758 but now including damped, atom-
pairwiseC6 × R-6 corrections to account for dispersion (van der
Waals) effects. Because CCSD(T) with (too) small AO basis is
sometimes used as reference method in the literature, we also
include CCSD(T)/6-31G(d) values for comparison. Results obtained
at the CCSD(T)/cc-pVTZ level are expected to yield on average
errors of less than 1 kcal mol-1 (maximum errors of 2-3 kcal mol-1

at most) and are mainly used to check the consistency of the
experimental reference data.

In all second-order perturbative treatments (MP2, SCS-MP2, and
X2-PLYP), the RI approximation for the two-electron integrals has
been used.59 As RI auxiliary basis, the sets of Weigend et al.60 that
were optimized for the cc-pVXZ AO basis have been employed.
The RI approximation has also been used in DFT treatments with
pure GGA functionals61 employing the corresponding optimized
auxiliary basis sets.62 In general, the RI approximation speeds up
calculations by about a factor of 3-15 depending on system/basis
size, albeit at insignificant loss of accuracy (errors for∆E < 0.05
kcal mol-1 compared to non-RI treatments60,63). In the (SCS)-MP2
and CCSD(T) computations, we employ the frozen-core (FC)
approximation, while all electrons have been correlated for
consistency in the X2-PLYP treatments. Note that correlating the
core electrons in (SCS)-MP2 or CCSD(T) but not using appropriate

AO basis sets containing steep basis functions leads to larger errors
due to BSSE effects. For the set of reactions investigated here, the
MAD increasesby about 0.2 kcal mol-1 with the TZV(2df,2dp)
basis when including the core electrons in the correlation treatment
compared to FC computations.

We tested B3-LYP/TZV(d,p) and B97-D/TZV(d,p) for geometry
optimization but found insignificant differences between these
methods. This holds in general for not too “exotic” molecules and
also for other functionals because DFT yields quite accurate
structures4 and remaining errors mostly cancel for isomerizations.
In order to be consistent with most previous benchmark studies,
we decided finally to employ the B3-LYP/TZV(d,p)-optimized
structures in all subsequent single-point energy computations. The
experimental reaction enthalpies were corrected to zero-point
vibrational (ZPV) exclusive energies by employing computed
harmonic vibrational frequencies (scale factors of 0.97 and 1.0,
respectively, for B3-LYP/TZV(d,p) and B97-D/TZV(d,p)). The
scaling factors are taken from ref 64, which also includes a
discussion about the accuracy of the derived ZPV energies. For
some molecules, thermal population of energetically higher-lying
conformers contributes significantly to the enthalpy at 298 K, and
in these cases, we also computed these corrections at the B97-D/
TZV(d,p) level (see Supporting Information, Table S1). The thus
derived “experimental” isomerization energies∆E differ at most
by 0.5 kcal mol-1 when B3-LYP/TZV(d,p) or B97-D/TZV(d,p)
geometries/harmonic frequencies are used. The typical difference
between both methods is about 0.1-0.2 kcal mol-1, which is much
smaller than common errors for experimental heats of formation
(about 0.5 kcal mol-1) from which the isomerization enthalpies are
derived. Overall, the largest corrections from enthalpy to energy
are about 2 kcal mol-1 for reactions 11 and 30 (the average
correction is only 0.6 kcal mol-1; see Table S1). Our final estimate
for the accuracy of the reference data of typically∼0.5 kcal mol-1

is thus composed of an experimental part and two smaller
uncertainties due to the use of inaccurate DFT structures and ZPV
energies.

3. Results and Discussion

3.1. General Considerations and Accuracy of the Experi-
mental Data. The benchmark set of organic isomerization
reactions (see Chart 1) has been taken from the literature.27,28

It consists of 13 reactions of hydrocarbons (entries 1-13), 10
reactions involving nitrogen (entries 14-23), and 11 with
oxygen (entries 24-34) atoms. Common bonding situations for
organic molecules are present in a well-balanced manner,
although it should be noted that more complicated electronic
structures (e.g., carbenes, radicals, and biradicals) as well as
(transition) metals are not included (for recent benchmarks in
this area, see refs 65-68). Transition states have been exten-
sively used for benchmark purposes in recent years, see, for
example, refs 15, 33, 69, and 70. As described above, the
experimental isomerization enthalpies are derived from standard
(gas phase) heat of formations71 and corrected to energies (zero-
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(49) How, W.-M.; Cohen, A. J.; Handy, N. C.Chem. Phys. Lett.2001,

341, 319.
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A 2000, 104, 4811.
(52) Zhao, Y.; Truhlar, D. G.J. Phys. Chem. A2004, 108, 6908.
(53) Becke, A. D.Phys. ReV. A 1988, 38, 3098.
(54) Lee, C.; Yang, W.; Parr, R. G.Phys. ReV. B 1988, 37, 785.
(55) Perdew, J. P.; Burke, K.; Ernzerhof, M.Phys. ReV. Lett.1996, 77,

3865.
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point vibrational energy exclusive) denoted in the following as
∆E. These values are given together with those from selected
theoretical methods in Table 1.

Of crucial importance for any benchmark study is the
accuracy of the reference data. During our work, it became
evident that, for four out of the 34 reactions considered, the
experimental data are doubtful. For reactions 14 (CH3 f CH3-
NC), 19 (pyrimidinef pyrazine), 30 (N-methylacetamidef
dimethylformamide), and 32 (caprolactonef acetylacetone),
all methods (and almost independent of basis set used) furnish
large deviations with respect to the experimental values (about
3, 5, 4, and 5 kcal mol-1 for reactions 14, 19, 30 and 32,
respectively) always of the same sign and magnitude (see Table
1). In these cases, we performed CCSD(T) computations using
AO basis set extrapolation72 (cc-pVXZ, X ) D-T for reactions
19, 30, and 32 and X) T-Q for reaction 14) that are expected
to be accurate to about(0.5 kcal mol-1 for ∆E. These results
confirmed our view as these CCSD(T) data are in much better
agreement with those from the lower-level methods than the
experimental values. We thus replaced in these four cases the
experimental values by the corresponding CCSD(T) reference
data. Although we see no other apparent deviations, it cannot

be excluded that errors on the order of about 0.5 kcal mol-1

still contaminate the reference values. These may only in part
be related to problems with the combustion measurements on
which the heat of formations are based but instead on the
experimental phase change data which are often used to correct
for condensed phase effects. Because experimental thermo-
chemistry seems to be a dying out part of chemical science,
the use of entirely theoretical reference data seems to be a
solution to the problem. At present, however, such computations
(i.e., CCSD(T)/cc-pV(TQ)Z) are not feasible for many molecules
considered. We estimate that the achievable mean absolute
deviation (MAD) for the test set (that has an average∆E of 14
kcal mol-1) is limited to about 0.5 kcal mol-1 which should be
kept in mind in the following discussion.

All reactions considered are formulated such that∆E is
positive. A closer inspection of the data in Table 1 reveals that
sign errors (∆E < 0) only occur for the density functional
methods. All functionals have problems with the isomerization
of branched to linear alkanes (reactions 10, 11, and 33) as
investigated in detail recently8,11 as well as for alkynef
cummulene isomerization (reaction 1, see also refs 73 and 74).
The degree of difficulty in the description of each isomerization
has been analyzed statistically by taking for 17 different quantum
chemical methods (see section 3.3, CCSD(T) omitted) the root-
mean-square (rms) deviation. The result is shown graphically
in Figure 1.

Clearly, the set is composed of about a third of very simple
reactions (rms< 1 kcal mol-1), a bunch of systems of
intermediate complexity (rms of about 2 kcal mol-1), and a few
very problematic cases. Beside the ones mentioned above, these
are in particular the butadienef cyclobutene (7), toluenef
norbornadiene (12), and ethanediolf dimethylperoxide (27)
reactions.

3.2. Basis Set Dependence.As examples for conventional
density functionals and perturbative wave function methods,

(72) Helgaker, T.; Klopper, W.; Koch, H.; Noga, J.J. Chem. Phys.1997,
106, 9639.

(73) Woodcock, H. L.; Schaefer, H. F., III; Schreiner, P. R.J. Phys.
Chem. A2002, 106, 11923.

(74) Zhao, Y.; Truhlar, D. G.J. Phys. Chem. A2006, 110, 10478.

TABLE 1. Comparison of Experimentala and Computedb

Isomerization Energies∆E (in kcal mol-1)

∆E

reaction exptl SCS-MP2 mPW2-PLYP PBE B3-LYP

1 1.6 3.9 0.7 -3.1 -2.0
2 21.9 24.4 24.3 19.2 23.9
3 7.2 6.4 7.7 5.2 9.0
4 1.0 1.2 1.2 1.1 1.3
5 0.9 1.1 0.8 0.4 0.3
6 2.6 2.4 2.9 3.6 3.2
7 11.1 10.5 13.1 10.4 15.4
8 22.9 22.1 21.3 20.1 19.8
9 6.9 6.5 7.5 9.0 8.2

10 3.6 4.0 2.5 1.5 0.8
11 1.9 1.6 -2.7 -5.3 -8.0
12 46.9 45.3 53.0 50.9 57.1
13 36.0 38.0 39.7 39.0 39.2
14c 24.2 (21.3) 25.8 24.5 24.9 23.5
15 7.3 7.8 7.7 7.5 7.3
16 10.8 10.1 11.2 8.5 12.5
17 27.0 28.4 27.2 25.3 25.6
18 11.2 11.6 11.9 10.7 11.5
19d 4.6 (0.0) 4.0 4.4 3.8 4.1
20 20.2 18.4 18.6 17.0 18.4
21 0.9 1.1 1.2 1.1 1.2
22 3.2 2.4 3.4 4.4 3.6
23 5.3 5.4 5.0 4.7 4.6
24 12.5 11.6 11.2 11.2 10.6
25 26.5 26.2 27.6 24.6 28.0
26 18.2 16.2 16.5 16.7 16.0
27 64.2 65.8 64.2 58.5 60.6
28 31.2 30.9 32.7 30.7 33.5
29 11.9 13.7 11.4 11.6 8.8
30d 9.5 (13.6) 9.1 9.6 9.0 9.6
31 14.0 16.0 13.7 14.7 10.9
32d 7.1 (2.4) 5.9 5.5 5.8 3.3
33 5.6 8.2 9.2 10.6 10.2
34 7.3 6.1 6.9 8.6 6.9

a From ref 71; see also section 2.b Single-point energy calculations on
B3-LYP/TZV(d,p) optimized geometries and employing the TZV(2df,2pd)
AO basis.c CCSD(T)/cc-pV(TQ)Z//B3-LYP/TZV(d,p); experimental value
in parentheses.d CCSD(T)/cc-pV(DT)Z//B3-LYP/TZV(d,p); experimental
value in parentheses.

FIGURE 1. Root-mean-square deviation over 17 quantum chemical
approaches (see Table 3) for all reactions considered.
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we first looked at B3-LYP, PBE0, and SCS-MP2 and invest-
igated their basis set dependence. According to previous
experience,17,21,69 the X2-PLYP functionals behave similar to
SCS-MP2. As will be discussed below, the B3-LYP functional
is not very representative for hybrid GGAs as it is extremely
sensitive with respect to diffuse functions in the basis set.
We merely use it here because of its popularity in applications.
The statistical assessment is given in Table 2 for B3-LYP and
SCS-MP2, and rms deviations (also for PBE0) are graphically
shown in Figure 2.

From top to bottom in Table 2, the AO basis sets are ordered
according to decreasing computational cost. For valence-only
sets, this is roughly proportional to the cube of the number of
basis functions which also provides a measure of quality. The
augmented sets (aug-cc-pVXZ, X) D, T) are more costly than
their non-augmented counterparts by a factor of 5-7. The large
QZV(3d2f,3p2d) set can be considered as being very close to
the basis set limit for isomerization reactions. It is clearly seen

from Figure 2 that B3-LYP and SCS-MP2 behave differently
with respect to AO basis set improvement. In the case of
B3-LYP, except for valence double-ú sets such as 6-31G(d,p)
and SV(d), both the rms and maximum deviations are almost
constant down the columns. Because this more or less also holds
for the PBE0 functional (that shows a more oscillatorial
behavior), we conclude that it thus makes little sense to go
beyond the triple-ú level in conventional DFT calculations. A
notable exception is the aug-cc-pVDZ basis containing diffuse
(spatially extended) functions which provides overall the best
results with B3-LYP (but not with SCS-MP2). Note that
augmentation has no effect when the valence basis is already
quite saturated, that is, when going from cc-pVTZ to aug-cc-
pVTZ. This indicates that the good aug-cc-pVDZ results (and
this also holds for sets such as 6-31+G(d,p); see ref 46) are
due to intramolecular BSSE which compensates basic deficien-
cies of the functional. As already mentioned, augmented basis
sets are computationally quite demanding and are (despite giving
the best B3-LYP results) not recommended also because they
do not provide “the right answer for the right reason”. This view
is supported by the results for the PBE0 hybrid functional where
the rms values change only marginally with augmentation (from
2.80 to 2.83 kcal mol-1 for X ) D) and are even enlarged
compared to triple-ú type sets. The strange behavior of B3-
LYP is best illustrated with reaction 11 where a small but
balanced set (e.g., cc-pVDZ) yields a∆E of -8.2 kcal mol-1,
which is quite close to the estimated basis set limit (-8.0 kcal
mol-1 with QZV3P or aug-cc-pVTZ). Due to intramolecular
BSSE, the aug-cc-pVDZ set now stabilizes the spatially more
compact branched isomer compared to the linear isomer which
results in a putatively better value for∆E of -6.4 kcal mol-1

(exptl 1.9 kcal mol-1). Note that in neither of these B3-LYP
computations the essential physics of the problem (electron
correlation on medium length scales) is considered correctly;
for details, see ref 8.

For B3-LYP (and this also holds for other functionals), even
underpolarized but otherwise balanced sets such as 6-311G-
(d,p) or TZV(d,p) provide results reasonably close to the basis
set limit. Note the poor performance of the popular B3-LYP/
6-31G(d) combination; that is, the MAD and maximum devia-
tions are larger by about 0.8 and 4 kcal mol-1, respectively,
compared to most other sets.

The SCS-MP2 method is for all tested basis sets much more
accurate than B3-LYP, and furthermore, SCS-MP2 benefits
more from an increasing quality of the AO basis than B3-LYP
(see Figure 2). This clearly reflects the more systematic behavior
of wave function based compared to DFT methods. Both the
MAD/rms as well as the maximum deviations decrease mono-
tonically with the quality of the AO basis until at about the
aug-cc-pVTZ AO or QZV(3d2f,3p2d) level, the methodical limit
is reached. Changes in MAD/rms below 0.1 kcal mol-1 should
be taken not too seriously as long as more accurate reference
data are unavailable.

To conclude this section, we recommend, in general, properly
polarized triple-ú basis for SCS-MP2 (and also other perturba-
tive) and conventional DFT approaches and discourage from
the use of double-ú type sets. When aiming at high accuracy or
when more complicated bonding situations are involved,
increasing the polarization part to (2d,2p) or even (2df,2pd) is
expected to be beneficial. Going beyond the triple-ú level
(e.g., cc-pVQZ or QZV3P) has little impact as long as only
electronically quite “normal” bonding situations are involved.

TABLE 2. Statistical Assessment of SCS-MP2 and B3-LYP
Methods with Various AO Basis Sets (in kcal mol-1)

SCS-MP2 B3-LYP

basis costa rmsb maxc rmsb maxc

aug-cc-pVTZ 211.5 (483) 1.25 2.8 3.32 10.3
QZV(3d2f,3p2d) 143.3 (497) 1.31 2.9 3.28 10.3
cc-pVTZ 28.5 (308) 1.22 2.7 3.37 10.3
TZV(2df,2pd) 26.4 (315) 1.27 2.6 3.27 10.2
aug-cc-pVDZ 10.4 (224) 1.60 3.3 2.66 8.3
TZV(d,p) 3.6 (175) 1.65 3.6 3.28 9.8
6-311G(d,p) 3.1 (168) 1.78 4.6 3.11 9.2
cc-pVDZ 2.1 (133) 1.86 4.4 3.34 10.1
6-31G(d) 1.1 (122) 2.67 7.9 4.33 14.4
SV(d) 1.0 (122) 2.95 8.5 4.72 14.5

a Relative CPU time (SV(d) value set to unity) for a B3-LYP energy
computation on 1-methylpyridine. Number of contracted AO basis functions
in parentheses.b Mean absolute deviation.c Maximum absolute deviation.

FIGURE 2. Double-logarithmic plot of the rms deviation as a function
of AO basis size (number of functions for 1-methylpyridine) for the
various sets considered. The horizontal lines indicate the estimated basis
set limit (taken as an average of the aug-cc-pVTZ and QZV3P results).
The lines connecting the data points are merely used to guide the eye.
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3.3. Assessment of Quantum Chemical Methods.The
various quantum chemical methods mentioned in the Introduc-
tion are used together with the TZVP(2df,2pd) basis to compute
all isomerization energies, and the resulting statistical assessment
is given in Table 3. The methods are ordered according to
accuracy (rms deviation). Results from the Hartree-Fock
(HF-SCF) method that entirely neglects electronic Coulomb
correlation effects are included for comparison.

Perusing Table 3, one finds that the methods can be grouped
according to accuracy into four classes. This is more or less
independent of the four statistical measures as they all provide
the same qualitative picture (exceptions are BH-LYP and
MPWB1K that have about the same rms deviation but very
different error distributions (e.g., 4 vs 11 outliers) and MAD,
respectively). The ordering of the methods within one group
should be taken not too seriously (at least in the first three)
because our statistical analysis is based only on 34 data
points.

The CCSD(T) as well as the SCS-MP2 methods furnish by
far the most accurate isomerization energies75 as judged not only
from very small MADs of about 0.7 and 1.0 kcal mol-1 but
also from the absence of any outliers with errors>3 kcal mol-1.
This is very encouraging because the SCS-MP2 method can be
applied routinely [opposed to CCSD(T)] to much larger
molecules than investigated here. In the next group, we
find the perturbative methods mPW2-PLYP, B2-PLYP,
standard MP2, and the meta-hybrid BMK, which is the most
accurate of the conventional functionals tested. These methods
perform well enough according to common standards with
MAD between about 1.3 and 1.5 kcal mol-1 and only a few

(about 10%) outliers. However, MP2 can (considering the
excellent SCS-MP2 results) be regarded as obsolete. For the
X2-PLYP functionals, the largest error occurs for the reaction
from toluene to norbornadiene (12) that is also very problematic
for B3-LYP (error of 10.2 kcal mol-1). This (and the observation
that this reaction is less problematic for other functionals) seems
to indicate a problem with the LYP correlation functional in
this case.

The methods in the next group (PBE0, MPWB1K, PBE, BH-
LYP, B-P86, CCSD(T)/6-31G(d)) are significantly less accurate
(MAD of 1.8-1.9 kcal mol-1), and in particular, the number
of outliers and the maximum errors (7-9 kcal mol-1) are very
significant. Note the dramatic decrease of the performance of
CCSD(T) when a too small AO basis set is used. Especially,
the good results with PBE, which is a pure, non-empirical GGA,
are encouraging as GGAs are very efficient in RI treatments
for the two-electron Coulomb terms. PBE also performs quite
well for metal-containing systems.66 Note that for PBE (opposed
to the BX-LYP family of functionals) the amount of exact
exchange admixture (i.e., when going from PBE to PBE0) has
only a small effect on the performance. For the relatively new
meta-hybrid functional MPWB1K, we notice many small errors
but also a large number of outliers.

At the bottom of the list with MAD values>2 kcal mol-1

and g10 outliers, we find to our surprise methods that are
commonly considered as being very accurate. Note that these
methods perform in this test not much better than uncorrelated
HF-SCF. TPSS that has been specially advocated57 as an
improved successor of PBE is in fact significantly worse. This
confirms previous conclusions about its performance in main
group thermochemistry applications31 and shows how difficult
the non-empirical route to better density functionals is.

The bad performance of B3-LYP with an MAD of 2.3 kcal
mol-1, 11 large errors and a maximum deviation of about
10 kcal mol-1 (for reactions 11 and 12), comes as no surprise
when considering recent findings in the literature.6-10 This
functional even falls back behind pure GGAs that are compu-
tationally much less demanding. Particularly disappointing is

(75) As suggested by a reviewer, we also tested SCS-MP3 that scales,
however, asO(N6) with system size and is thus significantly more costly
than SCS-MP2 (but much cheaper than CCSD(T)). We obtain at the RI-
SCS-MP3(FC)/TZV(2df,2pd) level a rms (MAD) of 1.17 (0.92) kcal mol-1,
which is slightly better than with SCS-MP2. For details about SCS-MP3
that seems to be beneficial for electronically more complicated cases see
refs 65 and 77.

TABLE 3. Statistical Assessment of Various Methods with the TZV(2df,2pd) Basis Set (in kcal mol-1)

method typea rmsb MAD c maxd # outlierse

CCSD(T)f,g WFT 0.95 0.68 2.3 (33) 0
SCS-MP2 WFT 1.27 1.03 2.6 (2) 0

BMK hybrid meta-GGA (42%) 1.79 1.28 4.7 (7) 4
mPW2-PLYP perturbative hybrid GGA (55%) 1.83 1.19 6.1 (12) 4
B2-PLYP perturbative hybrid GGA (53%) 1.93 1.32 6.0 (12) 4
MP2 WFT 2.04 1.45 6.2 (13) 3

PBE0 hybrid GGA (25%) 2.45 1.79 7.0 (11) 7
MPWB1K hybrid meta-GGA (44%) 2.47 1.89 4.9 (16) 11
PBE GGA 2.54 1.89 7.3 (11) 6
BH-LYP hybrid GGA (50%) 2.66 1.66 8.9 (11) 4
B-P86 GGA 2.70 1.88 8.4 (11) 6
CCSD(T)h WFT 2.78 1.82 9.6 (27) 6

MPW1K hybrid GGA (42.8%) 2.79 2.05 7.6 (11) 10
B97-D GGA 3.00 2.07 9.3 (12) 10
B3-LYP hybrid GGA (20%) 3.27 2.29 10.2 (12) 11
TPSS meta-GGA 3.46 2.52 11.4 (27) 10
O3-LYP hybrid GGA (16.6%) 3.48 2.13 14.4 (11) 8
HF-SCF WFT 3.79 2.67 12.9 (11) 11
B-LYP GGA 4.43 3.24 11.7 (12) 15

a WFT: wave function theory; GGA: generalized gradient approximation (non-hybrid) functional. The number in parentheses is the admixture of nonlocal
HF exchange in a hybrid functional. Meta functionals include kinetic energy densities (occupied orbital-dependent quantities).b Root-mean-square deviation.
c Mean absolute (unsigned) deviation.d Maximum absolute (unsigned) deviation. Corresponding reaction number in parentheses.e Number of absolute deviations
>3 kcal mol-1. f cc-pVTZ AO basis.g Excluding reaction 23 for which the calculations could not be performed.h 6-31G(d) AO basis.
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not only the size of the errors on average but even more the
large number of outliers indicating missing robustness for
organic reactions. Note that the effect of the amount of HF
exchange mixing (that is usually considered as a major factor)
is very pronounced only in the BX-LYP family of functionals
(the rms decreases from 4.4 to 3.3 to 2.7 kcal mol-1 when
reducing it from 0 to 50% in the series B-LYP, B3-LYP, and
BH-LYP). For our test set, O3-LYP (essentially replacing
B88 exchange in B3-LYP with OPTX76) which has been
specially recommended for reaction energies32 is even worse
than B3-LYP. This seems to indicate a general problem with
the mixing procedure of the GGA, LDA, and HF exchange in
these three-parameter hybrids.

Finally, we want to comment on the mean (signed) deviations
(MD). In general, these are found to be more or less randomly
distributed around(0.5 kcal mol-1 with a tendency of being
more negative (i.e., underestimating the isomerization energies)
for the conventional functionals. A notable exception is TPSS
that underestimates the∆E values on average by 1.7 kcal mol-1.
Most accurate (i.e., close to zero MD) are CCSD(T)/cc-pVTZ,
SCS-MP2, the X2-PLYP functionals, and MPW1K.

4. Summary and Conclusions

Our work adheres to the general ambition of making quantum
chemical methods applicable to large parts of chemistry at
affordable computational costs. This requires new method
developments as well as careful testing and calibration of
existing methods. We studied here 34 organic isomerization
reactions involving small to medium-sized (neutral) molecules.
The systems are large enough to allow some general conclusions
but already represent the limit of what routinely can be done
using accurate coupled-cluster treatments. We developed a
benchmark set (that has been selected by others) further by
correcting for thermal and vibrational effects such that the purely
electronic isomerization energies can be used in future bench-
mark studies. In four cases, we replaced suspicious experimental
data by accurate basis set extrapolated CCSD(T) values, and
we estimated a typical error of(0.5 kcal mol-1 for each of the
reference energies that are on average 14 kcal mol-1.

A series of standard AO basis sets in combination with
second-order perturbation theory methods and representative
density functionals have been tested. Note that our conclusions
are based solely on organic isomerization reactions involving
first-row elements. Good transferability of our results is expected
for other closed-shell reaction types as well as for (nonmetallic)
main group chemistry. In this sense (and when accuracy is the
major concern), we can recommend and conclude the following:

(1) For closed-shell reactions, the SCS-MP2 results are very
close to those from CCSD(T) but at a tiny fraction of the
computational cost. SCS-MP2 with properly polarized triple-ú
basis sets is the recommended method for main parts of organic
chemistry and should thus replace standard MP2.

(2) The perturbatively corrected (virtual orbital dependent)
X2-PLYP density functionals (in particular, mPW2-PLYP) are
almost as accurate as SCS-MP2 but have a broader range of
application (i.e., for transition metal complexes or for open-
shell systems suffering from spin-contamination problems). They
are free of “over-fitting” problems and thus “robustness” can
be expected.

(3) Quite surprisingly, the most popular B3-LYP hybrid
density functional performs inferior to most other methods and
is even outperformed by pure GGAs. Because isomerization
often involves a change of shape of the molecules and a
reorganization of the bonds around the atoms, this finding
confirms recent studies8-11 on peculiar B3-LYP problems.
Because of clear evidence from our group and work from others,
we strongly recommend omitting B3-LYP from thermochemical
applications in general. For preliminary investigations or
geometry optimizations, we can recommend pure GGAs such
as PBE or B97-D that are very efficient together with the RI
approximation. If nonlocal exchange effects are important, the
non-empirical PBE0 hybrid functional can also be recom-
mended.

(4) No definite conclusion is possible for the highly empirical
BMK functional (17 fitting parameters) as the success
found here at least in part contrasts recent findings for general
main group reactions and some transition states.17 As the other
meta-functionals (MPWB1K and TPSS) are also not very
accurate, the success of including kinetic energy density
ingredients seems at least questionable and should be investi-
gated further.

(5) Although this seems to be common knowledge in the
quantum chemical community, we still want to comment on
the choice of AO basis. Double-ú type sets such as 6-31G(d)
are very incomplete and cannot accurately describe even simple
(closed-shell) electronic reorganizations as considered here. This
in particular holds for wave function based correlation treat-
ments, and thus, we consider a CCSD(T)/6-31G(d) computation
in general as a waste of computation time. Properly polarized
triple-ú basis sets (e.g., 6-311G(2d,2p) or TZV(2d,2p)) can be
recommended in many cases when electronically not too difficult
situations are involved.

Less clear are general considerations of computational cost
that have to be considered in practical work. The reason is that
the computation time depends in a complicated way on software,
hardware, special algorithms used, system size, technical
parameters (convergence or integral neglect thresholds), and
other issues. According to our experience that should be based
on (a) computations using the RI approximation, (b) for systems
with up to 50-100 non-hydrogen atoms, and (c) single-point
energies, we can conclude the following.

The largest difference in computation time between the three
groups: pure GGA functional (1), (meta)hybrid-GGA func-
tional (2), or second-order perturbative method (3) occurs
between 1 and 2 which is roughly a factor of 5-10. When using
RI, the methods in groups 2 and 3 cause almost the same
computational effort because the SCF step (that is necessary in
both) is rate determining and the perturbative part matters only
for very large systems.

In summary, from the perspective of the cost performance
ratio, we recommend skipping computations with conven-
tional hybrid density functionals altogether. Instead, cheap
treatments employing pure (local) GGAs (mainly for geometry
optimizations and vibrational frequency computations) should
be combined with accurate SCS-MP2 or X2-PLYP treatments.
It remains to be seen how the latest generation of highly
parametrized meta-hybrid functionals such as the new
M05-2X18 or local versions22 of it that claim high accuracy in
many cases perform in practice.

(76) Handy, N. C.; Cohen, A. J.Mol. Phys.2001, 99, 403.
(77) Grimme, S.J. Comput. Chem.2003, 24, 1529.
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